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meta-training task Sty Query
Support Query
Support Set
(1) It is the staff and foed Juality that really needs fixing.
meta-testing task Suppo
—-Staff (2) The views are amazing from any location, staff is friendly and the food g e https://blog.csdn.net/weixin_3758957
was great too!

(1) It is the staff and food quality that really needs fixing.

fO—O(L (2) The views are amazing from any location, staff is friendly and the food
was great too!
(1) Incredible spa experience! : . . .
R There exist several challenging issues:
(2) The food is always good and service has always heen a great experience.

" Query Set (1) Simply calculating the prototype by averaging intra-class support
samples may cause that different aspects share an identical prototype.

. (1) It was such a horrible experience, she was rude, unmannered and non
experience and staff

professional great clip should not retain such a waste employee!

5t and (2) The pool is gorgeous, the rooms clean, delicious food, and staff that (2) When Iearning the prOtOtype for a target aSpeCt in multi-label

went above and beyond to help us enjoy our stay. scenarios,as each sentence probably contains several aspects, some
- (3) We had breakfast the next morning on the first floor and the food was irrelevant aspects will inevitably disturb the learning procedure.
surprisingly good.

. _ _ (3) Due to the diversity of human expression, different sentences may
Figure 1: A meta-task example in 3-way 2-shot setting. The contain different numbers of aspects, so it is urgently needed to

HEst EnloL Hennies the aspevt ahel suyhereeqomi 20 design an effective model to automatically predict the number of
umn denotes the corresponding review sentence. As each .
aspects In a sentence.

review sentence may contain multiple aspects, we use dif-
ferent color background to mark the key words. The words
in gray describe irrelevant (noisy) aspects, and the words in
other colors represent the target aspects.
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( food selection )

([ restaurant interior ]

/ Support Set \

[ The beer selection is amazing. ]

Multi-head
Self-attentive
Module

The waitress is very presentable,
doesn't bother to give us

To top it off, the wine Selection was
broad and reasonable and the coffee
and sweets perfect.
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‘ called the frozen hot chocolate.

@

down to the french

Everything was beautiful, ri

/
I
'
i
'
'
'
'
!
'
'
'
'
'
'
'
'
'
'

\used for our water at the / | i With Aspect 1&2 S %!
e 11,1 ) :
: £ _P lle i
P TN @5 f?—m“= ’
\ D \With Aspect 1 W — )i/ .
It has a great combination of food| I e oo oot st
1l as a relaxi ~ , |
w0 ‘ Contrastive Learning #
L 4

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
: You can eat in but it is bar stool
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

N i i s e s | e e e ' e, e e it i

Figure 2: Illustration of our proposed method LPN.
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Y N v Feature Extraction
Label Description | H = e RAXT
( food selection ] [hy, ha, A shT]
( restaurantinterior | A = softmax (F;tanh(F1H)), (1)
M=HAT, (2)
/ Support Set \
| The boer geleion is amazing. | Multi-head o = F3[m||mz]]...|[mg], )

Self-attentive
Module

The waitress is very presentable,
doesn't bother to give us

Label-enhanced Prototypical Network

To top it off, the wine Selection was
broad and reasonable and the coffee
and sweets perfect.

Considering the N-way K-shot setting, we have a support set S
which can be represented by S = {x%, XL o Kok 505 xiv xév x%}
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W e N i R Integrating with Contrastive Learning

Label Description )
( food selection ] P = {Plﬂ pz’ B PN}
[ restaurant interior ]
E={e,é .. eN}
/ Support Set \ 1 2 N . 3 : 2d
[ The beer selection is amazing. ] Multi-head {a ,a,....a }, Where al = [pl | |el] = R
Self-attentive

The waitress is very presentable, ’

doesn't bother to give us Modul ] ] T
odule zl - gl H ’ (1 0)
To top it off, the wine selection was i i T
broad and reasonable and the coffee g = SOftmaX( (Waa + ba) H)’ ( 1 1)

and sweets perfect.

Z = {29 e B%i € 11,2, N}k j € {12 oo ¥}
Y = {y7 € {0,1}]i € {1,2,.,N},j € {1,2,..,N;}}
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Table 2: Dataset statistics. #Aspects and #Sentences denote
the number of aspects and sentences respectively.

Dataset Split #Aspects #Sentences
Training 64 12800
FewAsp (single) Validation 16 3200 Table 3: Hyperparameters of our proposed method LPN.
Testing 20 4000
Model d d° R k 2 Y T
Training 64 25600 IPN 768 256 4 100 0.1 001 0.1
FewAsp (multi) Validation 16 6400
Testing 20 8000
Training 64 40320
FewAsp Validation 16 10080

Testing 20 12600
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Table 4: Average AUC and macro-F1 score on FewAsp (single).
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Model 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot
AUC F1 AUC Fil AUC F1 AUC F1

Matching Network [35] 97.05 81.89 97.49 84.62 96.30 70.95 96.72 73.28
Prototypical Network [30] 96.49 83.30 97.53 86.29 95.97 74.23 96.71 76.83
Relation Network [32] 93.31 75.79 90.86 1202 91.81 63.78 90.54 61.15
Graph Network [28] 96.54 81.45 97.46 85.04 95.45 7075 96.97 77.84
IMP [2] 96.65 83.69 97.47 86.14 96.00 73.80 96.91 77.09
Proto-HATT [9] 96.45 83.33 97.62 86.71 95.71 73.42 97.00 77.65
Proto-AWATT [16] 97.56 86.71 97.96 88.54 97.01 30.28 97.55 82.97
LPN (o, o) 97.88 87.62 98.48 90.31 98.13 83.99 98.53 85.95
LPN (w, o) 99.22 92.61 99.35 93.57 99.11 89.35 99.32 91.08
LPN (w, w) 99.29 94.43 99.49 94.40 99.14 89.40 99.28 90.43
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Table 5: Average AUC and macro-F1 score on FewAsp (multi).

Model 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot
AUC F1 AUC F1 AUC i AUC Pl

Matching Network [35] 39.54 65.70 91.36 69.02 38.28 20.86 89.94 04.42
Prototypical Network [30] 89.67 67.88 91.60 12,32 83.01 92.72 90.68 58.92
Relation Network [32] 84.91 58.38 86.21 61.37 84.22 43.71 34.72 44.85
Graph Network [28] 87.97 599.25 90.45 64.63 86.05 45.42 38.44 48.49
IMP [2] 90.12 68.86 D2.29 7351 88.71 53.96 91.10 59.86
Proto-HATT [9] 91.10 69.15 93.03 7391 90.44 55.34 92.38 60.21
Proto-AWATT [16] 91.45 71.72 93.89 11.19 89.80 58.89 92.34 66.76
LPN (o, o) 93.09 72.45 94.92 76.89 92,95 61.33 94.62 66.39
LPN (w, o) 95.43 78.82 96.22 81.70 94.29 66.36 95.43 71.08
LPN (w, w) 95.66 79.48 96.55 82.81 94.51 67.28 95.66 71.87
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Table 6: Average AUC and macro-F1 score on FewAsp.

of Artificial

Model 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot
AUC Fl AUC El AUC F1 AUC Il

Matching Network [35] 90.76 67.14 92.39 70.09 88.44 aL.27 89.90 54.61
Prototypical Network [30] 88.88 66.96 9147 13 87.39 52.06 90.13 59.03
Relation Network [32] 85.56 59.52 86.98 62.78 84.94 45.62 83.7¢ 44.70
Graph Network [28] 89.48 61.49 92.35 69.89 87.35 47.91 90.19 56.06
IMP [2] 89.95 68.96 92.30 74.13 88.50 54.14 90.81 59.84
Proto-HATT [9] 91.54 70.26 93.43 75.24 90.63 57.26 92.86 61.51
Proto-AWATT [16] 93.35 75.37 95.28 80.16 92.06 65.65 93.42 69.70
LPN (o, o) 94.15 76.19 95.85 80.37 94.03 65.72 94.98 69.22
LPN (w, o) 96.41 82.26 97.43 85.81 95.26 1025 96.23 75.49
LPN (w, w) 96.45 82.24 97.15 84.90 95.36 71.42 96.55 76.51




Chongging
University of

-&- N=5,K=5 -4 N=10, K=5 —e- N=5,K=5 -4 N=10, K=5
-¥- N=5,K=10 -®- N=10, K=10 -#- N=5,K=10 -#- N=10, K=10
t S W
8504 _ _______ g T T e — ¥
97.5- S e
97,01 T : o x -5 P — *nmmmmee e — *emnmnee .
96.5- - v 80.01
(] .#::'.—.:—-——I..,_ e | 8
S U6.0] agers" & 77.51
296.0{ g oo :
95.51 (i [P - B e u
950 . 72.51
0451 7 TP e % 7/ B S— PR s st "
3 10 100 300 600 3 10 100 300 600
K K
(a) AUC (b) F1 Score

Figure 3: The performance of LPN (w,w) with different k val-
ues on the validation set of FewAsp.
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(a) Pic.1: LPN (o, o). (b) Pic.2: LPN (w, o). (c) Pic.3: LPN (w, w).

Figure 4: Visualization of prototype embeddings obtained from LPN (o, 0), LPN (w, o) and LPN (w, w) respectively.



